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verfasst, andere als die angegebenen Quellen/Hilfsmittel nicht benutzt, und
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Abstract

People spend hours on social media and similar web platforms each day.
They express a lot of their feelings and desires in the texts which they
post online. Data analysts always try to find clever ways to get use of this
information.

The aim of this thesis is to first detect business intent in the different types
of information users post on the internet. In a second step, the identified
business intent is grouped into the two classes: buyers and sellers. This
supports the idea of linking the two groups.

Machine learning algorithms are used for classification. All the necessary
data, which is needed to train the classifiers is retrieved and preprocessed
using a Python tool which was developed. The data was taken from the web
platforms Twitter and HolidayCheck.

Results show that classification works accurately when focusing on a specific
platform and domain. On Twitter 96 % of test data is classified correctly
whereas on HolidayCheck the degree of accuracy reaches 67 %. When con-
sidering cross-platform multiclass classification, the scores drop to 50 %.
Although individual scores increase up to 95 % when performing binary
classification, the findings suggest that features need to be improved fur-
ther in order to achieve acceptable accuracy for cross-platform multiclass
classification.

The challenge for future work is to fully link buyers and sellers automatically.
This would create business opportunities without the need for parties to
know about each other beforehand.
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1 Introduction

The aim of this bachelor thesis is to detect business intent on different
web platforms. The detection has to be done domain independent which
allows to apply the results in several business sectors. Additionally, the
algorithms should be able to process information from any platform on
which users post information. These two requirements make cross-platform
recognition of business intent possible.

First of all, the term Business Intent needs to be specified further. In this
work business intent refers to the desire of a person or company to buy
or sell products/services. It could not only be a single, but also multiple
products/services. This definition allows the classification of any infor-
mation created by an user of a web platform into three main categories
visualized in Figure 1.1. Firstly, the category Buyer refers to content which
states that someone is interested in acquiring a product/service. Secondly,
the category Seller represents the information in which something is offered
or sold. Content in these two categories is referred to as business intent.
Thirdly, all other information can be classified as having No Business Intent.
When considering general platforms such as social media services, the third
category usually is the largest.

One application of classification is the possibility of linking buyers and
sellers. Businesses between two parties could be made throughout different
platforms without knowing about content of each other party beforehand.
Figure 1.2 shows how the linking could be done. An advantage of this
approach is that no active search needs to be performed. For example, a
Twitter user which complains about his sound system could be linked to
a user which recommends sound systems on a technical forum. Of course
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1 Introduction

Figure 1.1: Users post content on a certain platform. This content can be classified into three
different categories: Buyer(green), Seller(purple) and No Business Intent(red).
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Figure 1.2: Buyer and seller use an online platform without knowing each other. With
classification of the content which both user have created, it would be possible
to link them. The classification is done by machine learning algorithms. As a
consequence, neither buyer nor seller needs to perform search or any other
activity to find each other.

there exist many other use cases in which the results could be applied.

The automatic classification is done through machine learning. First, data
needs to be collected from different platforms and domains. Second, an algo-
rithm needs to learn about the problem using a training dataset. Afterwards
the classification needs to be performed on an independent testing dataset.
Finally, results from various algorithms are evaluated and compared.

Previous work, especially Hollerit et al. [1], has focused on detecting busi-
ness intent on online platforms. However it has not yet been discovered if it
is possible to identity business intent throughout several platforms. This is
the goal of this thesis. Furthermore, this thesis focuses on classification in
the German language which is not commonly discovered in this context.

The thesis consists of the following parts. After the introduction, information
about existing work in this research topic is given. Then, the concepts of

3



1 Introduction

this work are explained followed by some details about the implementation.
Results of the methods used are evaluated and afterwards discussed. At the
end the final conclusion is given and ideas about future work are suggested.
In the next chapter related work is summarized.
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2 Background

In this chapter related work on similar research topics will be discussed. The
paper on which this thesis is built up on will be mentioned first, followed
by ideas of other work which was used to create this thesis.

2.1 Business intent detection via keyword
selection

The paper Towards Linking Buyers and Sellers: Detecting Commercial Intent on
Twitter [1] provides information about how business intent can be gathered
from micro-blogging platforms like Twitter. A textual approach is presented
on which posts on Twitter (”Tweets”) can be classified into ones with and
without business intent. Additional investigations also distinguish between
buying and selling intent.

Results show that a few keywords are sufficient to identify most of the
content containing business intent. The keywords buy and cheap already
account for approximately 60 percent of all Tweets expressing business
intent. The exact numbers can be seen in Table 2.1.

The conclusion drawn is that when performing search on the right keywords
most of the relevant information can be found. Although the results are
found in language English, it could be supposed that this behavior is also
similar in other languages. The work on this thesis has shown that this is
the case also in the German language.
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2 Background

Number of Tweets with
Keyword Business Intent Buying Intent Selling Intent

cheap 38 11 27

buy 34 31 3

sell 16 2 14

purchase 13 12 1

bidding 11 8 3

auction 4 2 2

find 2 2 0

retail 2 1 1

Table 2.1: 120 Tweets with business intent were annotated. For each keyword contained
in the Tweets a corresponding row exists in the table. Each row indicates the
number of Tweets a certain keyword is used in. The second column states the
sum of all occurrences with business intent. The third and fourth columns focuses
on buying and selling intent separately.

2.2 Business intent is often linked to web spam

In some cases it is quite hard to distinguish between business intent and
web spam. The reason for this phenomena is that both categories have
quite similar characteristics. However, Benczúr et al. [2] showed that when
selecting the right features differentiation is possible and even spam de-
tection algorithms can be improved. Nevertheless, it has to be taken into
account that there exists always spam on web platforms and it has quite
similar characteristics as business intent. Therefore, when linking possible
buyers and sellers security concerns regarding spam have to be taken into
account.

2.3 Business intent based on search queries

Another interesting approach of analyzing business intent is presented by
Ashkan and Clarke [3] and Ashkan et al. [4]. In their work, the detection of
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2.4 Business intent has two main phases

business intent is based on the ad click behavior after a search query was
performed. Results showed that users who search for terms like phone, car,
hotels, airlines and games usually have business intent, whereas the terms
news, mail and school do typically not indicate business activity. Taking
this into account, the selection of possible business domains for this thesis
becomes easier. Tourism and car branch are businesses in which buying and
selling intention might be high because of the query topics car, hotels and
airlines.

2.4 Business intent has two main phases

A very interesting research paper is written by Zhao et al. [5]. This paper
mentions different phases in which business activities are performed by
users. The two main ones are Research and Commit. On the one hand, the
phases do not play a big rule in detecting business intent, because it can
be done regardless of the situation the user is in. On the other hand, when
linking buyers and sellers this becomes important, as if a buyer has already
committed a purchase, it will not be interested in buying anymore.

2.5 Additional ideas and conclusion on previous
work

Another idea which was introduced by Zhao et al. [6] is to detect business
intent based on demographic information. Unfortunately, it is very difficult
to get the required information on the different web platforms. One more
interesting paper [7] found that it is also possible to detect trends using
business intent detection. Therefore, it could be possible to link new business.
In addition, a review platform might also be used in order to find users with
business intentions. Such an approach is described by Kasper and Vela [8].
Previous work by Want et al. [9] has also shown that it is possible to classify
all the business relevant Tweets in six categories.

7



2 Background

To summarize, it should be said that there already has been done a lot of
research in this field. There exists at least one or two observations in every
paper which were essential to create this work. However, one of the things
which was not investigated previously is the topic business intent in context
of the German language. It is quite hard to find information in this area.
Nevertheless, it is always important to consider previous work to avoid
making mistakes and use efficient methods. The exact methods which were
used to create this thesis will be shown in the next chapter.

8



3 Methods

In the first part of this chapter the general concepts behind this work is
described focusing on the most important facts. In the second part, these
concepts are explained more in detail.

The most abstract view splits the work into three main stages. First, data
is retrieved from a platform. Second, important features are extracted and
the data is labeled. Third, the labeled data is put into a machine learning
algorithm to make future estimations.

However, this processes will be now explained in a more detailed view.

3.1 Concepts

In this section the underlying concepts of this thesis are explained. First, the
selection of the platform form which the data is take needs to be defined.
Then, data needs to be prepared in the knowledge discovery process. Finally,
the best algorithm for machine learning needs to be selected.

At the begin, the Knowledge Discovery Pipeline (Figure 3.1) based on [10] can
be used to explain the first steps. Data of selected platforms in gathered. In
order to have approximately the same amount of instances with and without
business intent preselection is needed. The concept used for preselection is
keyword search.

Then, data which was created within a time horizon of greater than one
year is taken in order get time independent results. Each instance of data
is labeled using the three relevant classes: Buyer, Seller, No Business In-
tent. Features are chosen from the attributes. Only attributes which can be
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3 Methods

Figure 3.1: The Knowledge Discovery Pipeline [10]: In the first step specific data is selected
resulting in target data. After preprocessing, the output is called preprocessed
data. The transformations are applied generating transformed data. Later data
mining is done which produces patterns. At the end these patterns are inter-
preted and evaluated resulting in knowledge.

obtained form every platform and text based attributes are selected to be
features. This supports the idea of platform independent classification.

After the generation of datasets for different platforms machine learning
algorithms are applied. The results of these algorithms are used to decide
which features should be used. Additionally, it can also be determined
which type of machine learning algorithm work best. Finally and most
importantly, the results of machine learning show if it is possible to link
buyers and sellers from different platforms which have business intent.

In contrast to this section which focuses on the underlying concepts, the
section below explains the technologies used for implementation.
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3.2 Implementation

Figure 3.2: The platforms Twitter and Holidaycheck are used to collect data from. In the
first step data is retrieved in Python using Tweepy and Beautiful SOAP Parser.
Data of the car business and tourism domain are obtained via keyword search.
In the second step the raw data is processed further, annotated and features are
selected. After this step training and test sets are created. Finally, the tool Weka
is used to apply different classification algorithms on the data. After evaluation
final results are produced.

3.2 Implementation

The whole implementation can be separated into three parts which are
shown in Figure 3.2. The first two parts are developed in the programming
language Python. The reason why Python was selected is that it provides
great plugins for machine learning operations. In the third part the machine
learning toolkit Weka is used to run classification.

11



3 Methods

3.2.1 Phase 1: Data retrieval

In the first step information from different domains and platforms is col-
lected. The two platforms considered are:

• Twitter
• HolidayCheck

On the platform Twitter, the Python plugin Tweepy is used to connect
with the Twitter Application Programming Interface (API) using an app
connection token which was created beforehand. Keyword search is applied
to obtain Tweets from the car domain. In order to get Tweets with buying
intent the keywords Suche, Kaufe and Ankauf are used in combination with
all the different car brands. Similarly, keywords Verkaufe and Biete were used
to find Tweets with selling intent. Because Twitter API only crawls Tweets
via search from the last few days, manual search is used too in order to get
Tweets from a period up to three years. The raw data containing as much
attributes as possible is stored in a Comma Separated Value (CSV) file.

HolidayCheck.at forum represents the second platform. In this case the
Python BeatifulSoap Parser plugin downloads the data, because the API
is only provided for commercial users. Similar to how it is done on the
first platform, keyword search is performed to enforce the collection of
business intent. However, only the keyword Suche is used, because no
domain-specific keywords are needed. The time horizon of collected data
from the HolidayCheck.at forum is about ten years. The data again is stored
in a CSV file which is processed further in the second step.

3.2.2 Phase 2: Data preparation

The raw data from phase one is filtered to remove Tweets and forum posts
containing bad language. Furthermore, data and time information is unified
and text is transformed into a Weka readable format. Therefore, special
characters are deleted and Hypertext Markup Language (HTML) tags are
excluded.

After all the attributes which can be directly gathered from the platform
are in the dataset, the additional attribute intent is added manually which

12



3.2 Implementation

(a)Twitter Classes (b)HolidayCheck Classes

Figure 3.3: Each bar represents one class: Buyer (blue), No business intent (red), Seller
(green). The height of each bar indicates the number of instances in each class.

indicates whether a data instance has buying, selling or no business intent.
The results of tagging the Twitter and the HolidayCheck dataset is shown
in Figures 3.3a and 3.3b.

After all instances have been tagged, features need to be selected in order to
get best results in machine learning phase. The first feature introduced is
word frequency. This feature is generated by applying the StringToWord-
Vector filter on the transformed text attribute using the Weka tool.

The second feature represents the number of links in the text attribute.
Tweets contain up to two links (Figure 3.4a), whereas HolidayCheck forum
posts have up to six links (Figure 3.4b). In general it could be said that
content with selling intent has a higher number of links. Posts with no
business intent lie somewhere in the middle.

The third feature reflects the activity level of the user which created the
content. This feature shows that users on Twitter in general post more
frequently (Figure 3.5a) than users on tourism forums (Figure 3.5b). In
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3 Methods

(a)Twitter Link Count (b)HolidayCheck Link Count

Figure 3.4: The three different classes on the x-axis: Buy (blue), No Business Intent (red)
and Sell (green). The y-axis represents the number of links. Each data point
refers to one instance in the dataset.

order to make the features comparable throughout different platforms, their
values have to be normalized.

After feature selection, the data is prepared to be accepted as input for the
machine learning toolkit Weka. The data types are matched and an arff-file
which is used in phase 3 is created.

3.2.3 Phase 3: Machine Learning

Finally, in phase 3 the input file created in phase 2 is selected in Weka.
Several classification algorithms are tested using training and test data sets.
Classification is applied on the generated data sets which include data
instances from different domains and platforms. The algorithms applied
perform binary classification if only two output classes are present. When-
ever classification is performed on all three classes then the algorithms
apply multiclass classification. Results of how well the algorithms perform

14



3.2 Implementation

(a)Twitter Post Frequency (b)HolidayCheck Post Frequency

Figure 3.5: Every instance of the three classes Buy (blue), No Business Intent (red) and Sell
(green) is represented by a point. On the y-axis the average number of posts per
day is shown.
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3 Methods

are visualized and compared. The observations are discussed in the next
section.
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4 Results

The results of the applied method are presented in this chapter. At first,
the feature selection process is reviewed, then final classification scores are
calculated.

4.1 Feature selection

The selection of features is based on how useful they are for classification.
This is evaluated using the Information Gain Attribute Evaluator in Weka.
The results can be seen in Table 4.1. They are determined for each data set
independently.

Results suggest that classification in the Twitter data set will work better
than in the HolidayCheck data set because the features seem to be more
meaningful. However, the detailed results of the classification algorithms
are presented in the next section.

4.2 Classification results

The Weka tool from The University of Waikato is used to compute classifi-
cation results using different algorithms.

In the first step the platforms Twitter and HolidayCheck were trained and
tested independently (Table 4.2). As already estimated using the feature
evaluator, the Twitter data set shows a high percentage of correctly classified
instances. Although the HolidayCheck data set reports less accuracy, the
percentage can be raised using more platform specific features.

17



4 Results

Rank Feature data set Twitter Feature data set HolidayCheck

1 User posts per day User posts per day
2 Text link count Suche
3 Verkaufe Danke
4 Biete Jemand
5 Hier Du
6 Suche Dir

Table 4.1: Twitter and HolidayCheck data sets are evaluated using the Information Gain
Attribute Evaluator in Weka. The rank shows how important the information
each feature is. The six most important features are listed for each data set. The
features are presented in column two and three. Features starting with ” ” count
word frequency in the text.

Data Correctly Classified Instances

Train Test Classes Naive
Bayes

Logistic
Regres-
sion

J48

Random
Classi-
fier

Twitter 33 % Twitter 67 % B, S, N 91 % 96 % 95 % 44 %
Holiday 33 % Holiday 67 % B, S, N 66 % 67 % 47 % 35 %

Table 4.2: Classification on the Twitter data set in the car business and HolidayCheck
(Holiday) data set in the tourism domain is done separately. 33 percent of
instances are used for training, the rest is used for testing. The three classes used
are: Buying Intent (B), Selling Intent (S) and No Business Intent (N). Results of
the probability based Naive Bayes, Simple Logistic Regression and the decision
tree based J48 algorithms are shown in columns four to six. The percentage
values in those cells refer to the number of correctly classified instances. The best
classification results is highlighted in bold. The random classifier uses only the
distribution of the test data as information.

18



4.2 Classification results

In the second step, testing and training data sources are from different
platforms and domains. The results can be seen in Table 4.3. Because clas-
sification into three classes does not provide satisfying feedback, binary
classification is also applied. Although there might be some improvements
adjusting the parameters of algorithms, the outcomes already give a good
overview about how well the classes can be distinguished. The class Buying
Intent can be separated very well from all the other classes, whereas Selling
Intent and No Business Intent have a lower percentage of correctly classified
instances.

Now, that the quantitative results are presented first ideas may be derived.
The findings and all its consequences will be discussed further in the
discussion and conclusion chapter.

19



4 Results

Data Correctly Classified Instances

Train Test Classes Naive
Bayes

Logistic
Regression

J48
Random
Classifier

Twitter Holiday B, S, N 35 % 40 % 31 % 35 %
Twitter Holiday B, S 46 % 80 % 60 % 53 %
Twitter Holiday B, N 61 % 62 % 71 % 51 %
Twitter Holiday S, N 43 % 45 % 45 % 51 %
Twitter Holiday I, N 34 % 50 % 40 % 56 %

Holiday Twitter B, S, N 48 % 47 % 47 % 44 %
Holiday Twitter B, S 89 % 95 % 93 % 77 %
Holiday Twitter B, N 87 % 88 % 88 % 79 %
Holiday Twitter S, N 52 % 43 % 50 % 50 %
Holiday Twitter I, N 48 % 52 % 51 % 50 %

Table 4.3: Classification uses the Twitter data set in the car business and HolidayCheck
(Holiday) data set in the tourism domain.
The different classes are: Buying Intent (B), Selling Intent (S), No Business Intent
(N) and Business Intent (I). The class I contains all instances of the classes B and
S. If only two classes are mentioned in the third column, binary classification is
conducted.
Results of the probability based Naive Bayes, Simple Logistic Regression and the
decision tree based J48 algorithms are shown in columns four to six. The percent-
age values in those cells refer to the number of correctly classified instances. The
best classification result is highlighted in bold. The random classifier uses only
the distribution of the test data as information.

20



5 Discussion

Besides the results that are presented, there is also additional work which
will be discussed in this chapter. Similarly, the existing limitations of the
findings are also mentioned.

5.1 Lessons learned

Several different platforms have been compared besides Twitter and Hol-
idayCheck. Unfortunately, smaller tourism forums like TripAdvisor and
Bergfex do not have an open API and it takes more effort to crawl them
efficiently.

The Twitter API has advantages over other social media APIs, because it is
easier to use and information can be collected more efficiently. However, it
still has some limitations when collecting vast amounts of data in a short
amount of time. Unfortunately, services which worked in the past [1] like
for example Twapperkeeper do not provide free use anymore.

In contrast to the Twitter API, the Facebook API is more complex to use.
The biggest disadvantage compared to other services is that no search can
be performed using the Facebook API. Therefore, it takes much more effort
to find valuable content. The Facebook API in general is quite hard to use
when crawling through sites to find information. However, the best way to
get useful content is via open groups created to exchange information on a
specific topic. With those groups it is possible to collect information about
i.e. the tourism domain using the API in an efficient way.

One thing that should be improved is the reduction of labeling effort. It
already takes a lot of time to label a small number of data instances, but
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5 Discussion

when creating larger data sets to be able to make more significant statements,
platforms like Amazon Turk [3] should be used to outsource work effort.

In the next section limitations regarding the results of this thesis will be
discussed.

5.2 Limitations

Some aspects which always have to be taken into account when evaluating
the results are mentioned in this section.

Firstly, because textual attributes are used for classification, it has to be said
that these attributes are vulnerable to changes in the use of language. If
the language shifts and different words would be used to express business
intent, also algorithms have to be adopted.

Secondly, due to the fact that keyword search is used to filter data in the first
place, the machine learning algorithms also highly rely on these keywords as
it can be seen in the feature selection Table 4.1. This significantly influences
the performance of the machine learning algorithms. Nevertheless, it does
not limit the overall results because the keyword search filtering can be
applied automatically.

Thirdly, this work is based on the language German, this means that results
are restricted to German. However, it seems like the findings will at least be
similar in other languages, especially in English.

Fourthly, this thesis is composed on a certain time span and therefore
automated data selection via API and SOAP parsing is done on the months
between November 2016 and April 2017. Special events which happened at
that time of course influences the results. Users which were more active in
that days affect the findings stronger than those which were inactive in that
time period. In order to prevent that, additional information from the past
up to ten years was added manually.

Finally, although features are selected as general as possible, it is not guar-
anteed that they can be conducted form every platform.
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5.2 Limitations

Now that all limitations were explained, the final conclusion can be drawn.
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6 Conclusion

It is concluded by the results of this work that it is possible to automatically
detect business intent on different platforms using machine learning. Find-
ings from Table 4.2 state that this can be done with good accuracy when
conducting training and test data from the same platform. However, when
applying training and testing phase in different platforms and domains
business intent detection becomes more difficult as shown in Table 4.3.
Nevertheless, it is still possible to identify content which has buying intent
through binary classification.

The results can be produced to a high degree automatically. The Twitter
API and the SOAP parser build up the connection and retrieve data fully
automatically. The filter through keyword search can be set using parameters.
In addition, text correlated attributes are generated and a general language
filter is applied to remove offensive content. Furthermore, separated training
and test sets can be produced automatically avoiding duplicates in the data
sets. Only the preparation for the classification process is done manually,
however this step can also be automated easily. Eventually, it is even possible
to link buyers and sellers without much effort via the Twitter API. It would
take a bit more effort to achieve this using forums or other platforms.
However, the linking is not implemented yet.

Different use cases can be generated where the fully automated business
intent detection my be used to link buyers and sellers in a certain domain.
Instead of querying search engines, people will be informed about existing
buyers/sellers using the information they post during their daily life. Simi-
larly to existing recommender systems users would see their ads based on
the content their produce.

Fortunately, no content containing web spam was found although the prob-
ability of web spam in business intentioned content is very high [2]. Never-
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6 Conclusion

theless, spam detection needs to be done before users are linked because
this service loses a lot of trust if security problems exist.

Finally, it should be mentioned that the error rate during classification would
have to be improved further. Certainly, no mistakes should be possible when
actively linking people. Therefore, feature selection have to improved further
in order to reach better accuracy.

The work which is still to be done in the future will be explained in the next
chapter.
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7 Future Work

At the end of this thesis a few ideas about what can be done in further steps
are suggested.

Firstly, as mentioned in the previous chapter, classification results could be
improved through additional features. Furthermore, the machine learning
algorithms can deliver better accuracy when their configuration parameters
are adjusted. As observed from the results, the largest steps of performance
increase is achieved by adding new beneficial features.

Secondly, the linking of users through actively connecting them can be done
in future. This step should be taken carefully, because many legal problems
arise when deploying such an intrusive technology. However, it can be done
in a secure test environment in order to prove functionality.

Thirdly, other languages can be used to receive similar results. Twitter API
supports the use of language filters. Therefore, only the keywords have to
be adjusted in order to collect content in different languages. With other
platforms this step works similar. However, with forums it is a bit more
difficult, because they often exists in only one language. Nevertheless, it
should be possible to find a forum or similar platform for a given domain
in the selected target language.

Additionally, it is possible to collect data without pre-filtering through
keyword search. On the downside it has to be mentioned that random posts
have a very low probability of containing business intent. Therefore, open
access to all the data of a platform would be required in order to allow the
algorithms to work efficiently.

Another study that could be conducted is to compare intent on a single
platform, but domain independent. For example, Twitter is used to classify
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data from different domains like car business, real estate, fruit shopping,
fitness products, etc.

Of course, additional platforms should be tested as well. Facebook was
already used, but other social media services would also be interesting.
Instagram has already over 400 million daily active users which also contains
high potential business value. However, scanning Instagram for business
intent is a far more difficult task because only little text based content is
provided by the users. It is suggested, that this would need the introduction
of visual algorithms as well in order to solve the task successfully.

Finally, another promising strategy is to only use text features to detect
business intent. The advantage would be that no additional features are
required. Therefore, this method could be used at every platform where the
users post text content without limitations.

To summarize, there exists many ideas about what could be done in the
future. The most important ones would be those which make classification
even more accurate. However, the higher accuracy needs to be achieved
without the loss of generality. After optimization, the algorithms still need
to work for every platform and domain in order to be used for multipurpose
operations without the need of major modification.

This final chapter suggested the most important ideas about what could be
done in the future. It also concludes the work of this thesis.
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